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Introduction

The outbreak of coronavirus disease (COVID) is caused by the severe 

acute respiratory syndrome-coronavirus-2 that is transmitted from 

person to person, mainly by respiratory droplets and surface contact 

(1). Patients may become a source of infection not only when they are 

symptomatic but also during the incubation or the recovery period (2). 

Therefore, accurate and quick diagnosis of the disease quickly became 

critical for the effective treatment and the control of the disease’s 

spread. Currently, the COVID-19 pneumonia is diagnosed by a reverse 

transcriptase-polymerase chain reaction (RT-PCR) test. However, the high 

false -negative rate for the disease, up to 60%, and the unavailability of 

instant results create a real clinical problem where positive cases must 

be identified and isolated to prevent the disease spread to healthy (3).

Computed tomography (CT), in the above-described context, is a rapid 
and effective imaging tool for COVID-19 pneumonia. Concerning so-
called “typical lung findings,” it has very high sensitivity up to 98% (4-
6). World Health Organization, therefore, acknowledged imaging as 
one element of the diagnostic workup of patients with suspected or 
probable COVID-19 disease where RT-PCR is not available, results are 
delayed or are initially negative in the presence of symptoms suggestive 
of that disease. CT has also been considered to complement clinical and 
laboratory evaluation in the management of patients already diagnosed 
with COVID-19 (7). 

The disease typically presents on CT with bilateral, peripheral, patchy 
ground-glass opacities (GGOs) in more than 70% of RT-PCR proven 
COVID-19 cases (8). However, it is not uncommon to see many other 
findings. These typical findings include bilateral, peripheral, patchy 
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GGOs with or without consolidation, which eventually develop into 
crazy-paving patterns, fibrotic band formation, and several others 
including but not limited to interstitial thickening, “reversed halo sign,” 
“halo sign,” and bronchovascular changes (9). These are seen in various 
combinations, locations, and disseminating patterns depending on the 
stage and severity of the disease (10). Full reading under routine clinical 
conditions requires searching and reporting all of these patterns. This 
task and the overwhelming number of patients scanned, exert extreme 
demand on radiologists, and exceed the effective capacity of radiological 
reporting processes in many institutions. These may, in turn, cause delay 
in the disease’s diagnosis and in false negative and positive reads (11). 
Artificial intelligence (AI) technology may help overcome this problem 
by rapid and accurate detection and characterization of the CT findings 
of COVID-19. In that context, convolutional neural network (CNN) was 
recently used by several group of researchers (12-15).

In this study, we constructed an AI system to detect typical COVID-19 
pneumonia on high-resolution CT images to assist radiologists and to 
test its diagnostic performance.

Methods

Research Ethics Standards Approval

The study was approved by the University of Health Sciences Turkey, 
İstanbul Fatih Sultan Mehmet Training and Research Hospital 
Institutional Review Boards (approval number: 17073117_050.06 on 
11.12.2020, 2020/13). Informed consent was obtained for the study.

Institution

The study was conducted on a mid-size receiver hospital serving to a 
core population of circa 400,000. The facility has served as a pandemic 
center to where many patients from other hospitals and districts were 
referred.

Patients

For the study, data between March 18-April 17, 2020 were evaluated. 
This period encompassed 8th to 38th days after the first COVID-19 
incidence in the country. In that time, the Fleischner Society Consensus 
Statement was not yet been published, and at our institution the CT 
imaging was mainly performed for the medical triage of patients with 
suspected COVID-19 who were presented with moderate-severe clinical 
features and a high pretest probability of disease (16). However, there 
were few cases where it was used for suspected COVID-19 and mild 
clinical features. During this period, 269 patients were tested RT-PCR 
positive and had chest CT. These patients were scanned immediately 
after being sampled with oropharyngeal and nasal swabs during their 
initial admission at the emergency clinic. Of them, only 173 patients 
could be scanned with a standard protocol, as detailed below, and 
had technically adequate CT images as assessed by annotating experts 
(Figure 1). These were 97 males (56.1%) and 76 females (43.9%). Their 
ages were between 18 and 93 (53.92±16.90) years.

Final Dataset

The final data set included axial chest CT scans of 173 patients, obtained 
at the time of their initial admission. These were acquired using the 

same scanner 128 slice scanner (Optima 660 SE, GE Healthcare) using a 
standart-dose scan below: tube voltage, 120 kV; tube current, auto mA 
to maximum 250 mA; slice thickness, 1.25 mm, reconstructed to 1.25 
and 5.0 mm; slice interval, 1.25 mm; gantry rotation speed, helical full 
0.5 s; matrix size, 512x512.

Annotation

All studies were read on DICOM -calibrated 3 MP diagnostic monitors 
(EMX 16, Eizo) at a fixed window level of -450 HU and window width at 
1,600 HU using 5.0 mm and 1.2 mm axial reconstructions. Examinations 
were anonymized and shuffled by a randomization process. They were 
read by two radiologists (GY, OS) who were blinded to the identities of 
the patients. Consultants read all of these studies in the same week, 
starting from 25 days after the last case of the cohort was scanned. All 
studies were officially read by another team of radiologists. The findings 
on the context of this study were neither used for any official report or 
patient management.

Images were independently read and labeled using 5 mm axial slices for 
the most typical lesions of COVID-19 pneumonia (i.e. ground glass opacity 
and consolidation) (17). Of all the patients, 96 were already excluded 
from the study. A custom annotation application was developed by the 
authors (YAO) to draw the region of interest around lesions. Ground-
truth masks (i.e., images that only contains labeled lesions) for each 
image were automatically generated with the same application after 
the annotation step.

Image Processing

Generation of coronal and sagittal slices from axial slices: Each 
study contains two series with different slice thickness (i.e., 5 mm and 
1.25 mm). Images with 5 mm slice thickness were used for annotation 
(Figure 2A), as described above, and images with 1.25 mm slice thickness 
were used to generate coronal and sagittal series. Axial images with 

Figure 1. Patient selection process

RT-PCR: Reverse transcriptase-polymerase chain reaction, COVID-19: 
Coronavirus disease-2019, CT: Computed tomography
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1.25 mm slice thickness were resampled using nearest neighborhood 

interpolation to make their voxels isotropic (i.e., 0.8 x 0.8 x 0.8 mm). These 

resampled axial images were used to generate sagittal and coronal slices 

using multiplanar reconstruction. Axial mask images with 5 mm slice 

thickness were resampled using nearest neighborhood interpolation to 

make their voxels isotropic (i.e., 0.8 x 0.8 x 0.8 mm). These resampled 

axial mask images were used to generate sagittal (Figure 2B) and coronal 

(Figure 2C) mask slices using multiplanar reconstruction.

Determination of the patch size: In a mask image, the regions 

containing pixels that are connected to each other and have the same 

value form a region called “connected components” (a.k.a. blobs). In the 

context of the segmentation, blobs are separate regions of GGOs and 

consolidations. Before model training, blobs were extracted from the 

mask slices. The center points and bounding boxes of these blobs were 

calculated.

The ideal patch size was determined by finding a minimum patch size 

for the entire data set that any blob would optimally fit into. For that 

purpose, all blobs were individually evaluated to find the corresponding 

patch size that varies between 8x8 and 256x256 pixels. The frequency of 

each patch size was recorded. The frequencies were normalized to 8x8 

patch size using a multiplication factor of 1 to 1024. The patch size that 

had the highest normalized frequency was 128x128, and was used in 

the model (Table 1).

Patches with 128x128 pixels in size were extracted by aligning the patch 

centers with the blob centers. By this principle, 18,255 axial, 71,458 

coronal, and 72,721 sagittal patches were generated (Figure 3). These 

patches were used to train the datasets as described below.

Splitting the data into groups: Patients were randomly assigned to the 

training set, validation set, and performance evaluation set. Of 173 

studies, 110 (~63%) were used for training, 12 (~7%) were used for 

validation, and 51 (~30%) studies were used as independent test set for 

performance evaluation.

Yıldırım et al. Artificial Intelligence in COVID-19 Pneumonia

Figure 2. Annotated axial 5 mm (A), reconstructed sagittal (B), and coronal (C) 1.5 mm mask slices. Ground glass opacities were marked with green, and 
consolidations were marked with red

Figure 3. Representative patches that were extracted by aligning the patch 
centers with the blobs (between arrowheads) centers (+)

Table 1. Determination of the patch size with the highest normalized frequency

Patch size (pixel) Frequency (n) Normalization factor Normalized frequency Percentage Cumulative percentage

8x8 394,058 1 394,058 9.18 9.18

16x16 46,284 4 185,136 4.31 13.49

32x32 29,980 16 479,680 11.17 24.66

64x64 15,047 64 963,008 22.43 47.08

128x128 6,468 256 1,655,808 38.56 85.64

256x256 602 1,024 616,448 14.36 100
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CNN model: The U-Net, a neural network model that was originally 
designed for medical image segmentation, was used (18). This model 
has certain advantages including: 1) Higher accuracy than other CNN 
models, 2) end-to-end fully-connected convolution layers, and 3) 
accepting images of any size as it does not contain any dense layer. The 
input of a U-Net is an image (i.e. 128x128 patches for this study), and 
the output is a semantic segmentation map in which every pixel is the 
classification of the corresponding pixel of the input image. The model 
consisted of three consecutive (i.e., the contraction, the bottleneck, 
and the expansion) sections (Figure 4). In the contraction section, 3x3 
convolution layers and 2x2 max-pooling were applied to the input. In 

the bottleneck section, 3x3 convolution layers and 2x2 up-convolution 

layers were applied to the output of the contraction section. In the 

expansion section, 3x3 convolution layer and 2x2 up-sampling layer 

were applied to each output of the contraction section and output of 

the bottleneck section. Axial, sagittal, and coronal datasets were trained 

separately using the U-Net model.

Prediction: The model was applied consecutively to CT scans. Lesions 

were extracted in orthogonal (i.e., axial, coronal and sagittal) planes 

(Figure 5). An automated lung segmentation model was used to filter-

out false-positive (FP) findings that was located external to the lung 

Figure 4. Schematic representation of the U-Net architecture. The contraction section is at the left, the bottleneck section is in the middle, and the expansion 
section is at the right. Straight arrows show the direction of flow and computation

Figure 5. Steps in the extraction of COVID-19 lesions in the orthogonal planes

COVID-19: Coronavirus disease-2019
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parenchyma (19). Intersections of the extracted lesions from orthogonal 

images were created to increase the specificity of the model. Sagittal 

and coronal predicted masks were reconverted to the axial plane. Axial 

reconverted coronal, and reconverted sagittal predicted masks were 

merged into the intersected axial mask using a two-step majority voting 

(Figure 6, 7). In the first step, the voxel in the final mask was set to 

“normal” if the corresponding voxels (i.e., axial, reconverted coronal, and 

sagittal were normal, otherwise a second step was applied. The second 

step was a majority vote between the “GGO” and “consolidation” in 

which corresponding voxels from each of the three planes were counted 

to make the final decision for the final mask value. Possible values 

were 0 (none), 1 (green) and 2 (red) for normal, GGO and consolidation, 

respectively.

Statistical Measures of Performance

Sensitivity, specificity, and accuracy were used in the analytical validation 
of the model as the statistical measures of the performance. These 
measures were applied to each pixel of each independent image the 
performance evaluation set and were determined by an approach that 
used erosion and dilation of ground-truth masks and formulae (2-7). In 
that process, ground-truth masks were eroded and dilated separately 
using a 3x3 convolution kernel. The eroded and dilated versions of the 
axial ground-truth masks were compared with axial predicted, axial 
that was converted from coronal predicted and axial that was converted 
from sagittal predicted masks, and the intersected axial masks. The FP 
findings of the predicted mask were calculated with for each of its pixels 
as follows:

1) If the predicted mask’s pixel value is greater than 0 and the dilated 
version of the ground-truth mask’s pixel value equals to 0; this pixel is 
then considered FP, according to Formula 1: 

1.  FP = count (dilation  n  x,y   = 0 ∧ predictedmas  k  x,y   > 0) , x, y 
 = coordinates 

 

2) If the predicted mask’s pixel value equals to 0 and the eroded version 
of the ground-truth mask’s pixel value is greater than 0; this pixel is then 
considered false-negative (FN), according to Formula 2:

2.  FN = count (erosio  n  x,y   > 0 ∧ predictedmas  k  x,y   = 0) , x, y 
 = coordinates 

 

3) The true-positive (TP) value was calculated by subtracting the number 
of FP counts for a predicted mask from the number of non-nonzero 
pixel counts for that mask according to Formula 3:

3.  TP = count (predictedmask > 0)  − FP  

4. The true-negative (TN) value was calculated by subtracting the sum 
of FP, false-negative, and true-positive values from the total number of 
pixels in the corresponding image (N) according to Formula 4. 

4.  TN = N −  (FN + FP + TP) , N = totalnumberofpixels  

Figure 6. The sample section showing axial predicted, axial conversions of 
coronal and sagittal predicted, and intersected masks along with the native 
CT image of a COVID-19 patient

CT: Computed tomography, COVID-19: Coronavirus disease-2019

Figure 7. Schematic representation of the merging process to create an intersected predicted mask

GGO: Ground-glass opacities
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5) Sensitivity and specificity were calculated using formulas:

5.  Sensitivity =   TP _ TP + FN  

 Specificity =   TN _ TN + FP  

 Accuracy =   TP + TN _ TP + TN + FP + FN  

6. 

7. 
 
This study has been presented as an oral presentation.

RESULTS

Test Data

Performance evaluation was conducted on an independent test set of 51 
patients that were excluded from training and validation. In this dataset, 
there were 51 axial native series, 3340 axial sections, and 875,560,960 
pixels. The model’s performance was calculated for axial predicted and 
intersected predicted masks (Table 2). 

K-Fold Cross Validation

The k-fold cross validation was used to assess the reliability of the 
model to ensure that the performance was affected minimally by the 
separation of the training sets. k was selected as 10 and the model was 
trained 10 times using different sets of 12 patients as the validation 
sets. The remaining 110 patients out of 122 were used for the training 
set. The sensitivity and specificity of each training were calculated 
against a testing set that contained 51 patients. The mean and the 
standard deviation of the sensitivity values were found as 91.8% and 1%, 
respectively. The mean and standard deviation of the specificity were 
obtained as 99.9% and 0.1%. The low standard deviation values indicate 
that the model performance was independent of how the training and 
validation sets were separated.

Confidence Interval

The confidence interval of the model was calculated using the 10 k-fold 
cross validation versions of the model to predict different sets of testing 
data sets. A total of 200 runs were performed for confidence analysis. 
In each run, a random version of the model was selected. The testing 
set for a run consists of a random number (from 20 to 40) of patients 
randomly chosen from the pool of 51 test patients. Over the 200 runs, 
the mean sensitivity was found as 91.6% with a 95% confidence interval 
of ±0.3% whereas the mean specificity was calculated as 99.9% with a 
95% confidence interval of ±0.004%. The narrow confidence intervals 
show that the model could perform similarly on different test sets.

Performance

The lower performing of the two median models out of 10 models 
were selected for performance evaluation. Based on the axial predicted 
masks, the sensitivity and specificity of the model were found as 91.4% 
and 99.9%, respectively. The use of intersected predicted masks has 
caused an increase of 3.9% in the total number of positive predictions, 
whereas the total number of negative predictions has only slightly 
decreased by 0.01%. These changes have resulted in a sensitivity of 
91.5% and a specificity of 99.88%. The accuracy, however, were the same 
(99.9%) for both.

The total number of false - positive predictions was 787,511 for 
axial predicted masks, and 867,437 for intersected predicted masks. 
Therefore, the number of false -positive predictions, was 10.1% higher 
for intersected predicted masks than for axial predicted masks.

Receiver Operating Characteristics

The model outputs three values p
normal

, p
GGO

 and p
consolidation

 for the 
normal, GGO and consolidation classes, and these values are in the 
interval (0,1). A likeliness value for each pixel was calculated so that it is 
equal to 1-p

normal
 when the pixel was marked as normal class. If the pixel 

was marked as GGO or consolidation (which are considered positive), 
then the likeliness value was set to max (p

GGO, 
p

consolidation
). In essence, 

the obtained value indicates the likeliness of a positive class as a real 
number between 0 and 1. A ROC curve is then formed by calculating 
the FP and true positive rates for different thresholds of the likeliness 
value. The ROC Curves for the two methods are shown in Figures 8, 9. 
The area under the curve values for the axial prediction and intersected 
prediction methods were calculated as 0.992 and 0.994 respectively.

Discussion
CT is a rapid and very sensitive imaging tool for COVID-19 pneumonia 
and is an acknowledged element of the diagnostic workup of patients 
with suspected or probable COVID-19 (4,7). For this reason, there was an 
excessive use of CT during the pandey. This practice has exerted extreme 
demand on radiologists and caused the effective and even design 
capacity of radiological reporting processes to be exceeded in many 
institutions. AI may help overcome this problem by extremely rapid 
and highly accurate detection and characterization of the CT findings 
of COVID-19.

Table 2. Summary table for statistical measures of performance

Mask Value
Predicted Performance

Positive Negative Total Sensitivity (%) Specificity (%) Accuracy (%)

Actual

Axial

Positive 1,970,654 185,153 2,155,807

91.4 99.9 99.9Negative 787,511 872,617,642 873,405,153

Total 2,758,165 872,802,795 875,560,960

Intersected

Positive 1,999,518 184,657 2,184,175

91.5 99.9 99.9Negative 867,437 872,509,348 873,376,785

Total 2,866,955 872,694,005 875,560,960
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The detection of pulmonary pathologies is one of the earliest fields of 

interest for computer aided diagnosis to assist radiologists. Such systems 

are mainly based on the analysis of texture parameters, segmentation 

of anatomical structures, and the detection of lesions. They use 

radiological images obtained in routine diagnostic practice, but involves 

an ensemble of mathematical computations performed with the data 

contained within the images (20). Recently, research on that field has 

been concentrated on deep learning techniques (14). These techniques, 

such as CNN, are very efficient in identifying, classifying, and quantifying 

patterns in medical images, leading to enhanced performance in 

various medical applications (13). CNN, in particular, was designed to 

automatically and adaptively learn the spatial hierarchies of features 

through backpropagation by using multiple building blocks, such as 

convolution layers, pooling layers, and fully connected layers. In this 

study, a CNN -based deep learning model was developed to detect 

COVID-19 pneumonia on CT images to assist radiologists to diagnose 
infected cases rapidly and confidently during extreme conditions of the 
pandemic.

As stated before, there are certain studies on the use of deep learning 
to detect COVID-19 pneumonia using various algorithms. The largest of 
them, used Densnet-121 (15). In that study, the network was trained 
using a multinational cohort of 1,280 patients. It identified COVID-19 
pneumonia with 84% sensitivity, 93% specificity, and 90.8% accuracy 
(15). Gozes et al. (14) and Chen et al. (13) have used Resnet-50 algorithms 
and could obtain more favorable results (98.2% sensitivity, 92.2% 
specificity and 95% accuracy for the former; 100% sensitivity, 81.8% 
specificity and 92.6% accuracy for the former;) in terms of sensitivity 
and accuracy. Ardakani et al. (12) have tested ten different CNN 
models in RT-PCR-proven COVID-19 patients and on non-COVID-19 
controls. They achieved the best performance with the ResNet-101 
and Exception networks. According to their findings, ResNet-101 could 
distinguish COVID-19 from non-COVID-19 cases with 100% sensitivity, 
99.2% specificity and 99.51% accuracy. Exception, on the other hand, 
achieved 98.04% sensitivity, %100 specificity and 99.02% accuracy. In 
our study, we have adopted the U-Net. This model that was originally 
designed for medical image segmentation and has certain advantages, 
as stated above (18). With U-Net and intersected predicted masks, we 
have achieved 91.5% sensitivity, 99.9% specificity with 99.9% accuracy 
in detecting typical findings of COVID-19. Both the axial predicted 
masks and intersected predicted masks approximate the performance 
of this model to previous studies. The context, it had lower sensitivity 
but equally higher specificity than the studies summarized below. 
Nevertheless, its overall accuracy was higher than them (Table 3).

Study Limitations

This study has certain limitations. The use of a homogenous single-
center data that might help us reach higher diagnostic performance, 
may also limit the applicability of the model to other populations, 
demographics, or geographies. Model training was limited to patients 
with positive RT-PCR testing and typical findings of pneumonia for 
COVID-19 on CT. However, patients with a positive RT-PCR tests may 
not always have chest CT findings or they may have indeterminate and 
atypical findings (9). Annotation was performed on axial slices for saving 
the expert’s time; coronal, sagittal images were generated from axial 
slices. The sensitivity could be significantly increased if annotating could 
also be performed in other planes.

Conclusion
This study has showed the reliability of the U-Net architecture in 
diagnosing typical pulmonary lesions of COVID-19 in CT images. It also 
demonstrated the slightly favorable effect of the intersection method 
to increase the model’s performance. Based on the performance level 
presented, the model may be used in the rapid and accurate detection 
and characterization of the typical COVID-19 pneumonia. The routine 
use of artificial machine learning models in COVID-19 and similar 
pneumonia outbreaks that may occur in the future could help relieve 
the excessive workload on frontline radiologists, reduce virus spread by 
early diagnosis and isolation, and improve patient prognosis by early 
treatment. 

Figure 8. Receiver operating characteristic curve for the axial method

ROC: Receiver operating characteristic

Figure 9. Receiver operating characteristic curve for the intersection 
method

ROC: Receiver operating characteristic
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Table 3. Comparison of several CNN-based artificial intelligence studies on the detection of COVID-19 pneumonia in computed 
tomographic images

Author Network Cohort
Number of subjects (n) Performance measure (%)2

Training set Test set Sensitivity Specificity Accuracy 

Ardakani et al. (12) ResNet-101 Single center (Iran) 1721 221 100 99 100

Ardakani et al. (12) Exception Single center (Iran) 1721 221 98 100 99

Chen et al. (13) ResNet-50 +U-Net Single center (China) 106 27 100 82 93

Gozes et al. (14) Resnet-50 Multinational/multicenter 50 156 98 92 95

Harmon et al. (15) Densnet-121 Multinational/multicenter 1,280 1,337 84 93 91

Present study U-Net Single center (Turkey) 122 51 91.5 99.9 99.9

CNN: Convolutional neural network, COVID-19: Coronavirus disease-2019




